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Abstract

The detection of emotion is becoming an increagimgiportant field for human-computer interactionthe advantages emotion recognition offer
become more apparent and realisable. However #rerstill many issues (data filtering, parametextraction, data preprocessing, interpreting,
adaptive control) in developing adaptive systenmeyiding user-friendly e-health and e-social carepeople with movement disabilities services
based on physiological parameter's recognition.hSsystems include different intellectual componéntscontrol and monitoring of sensors by
supporting multi-agent activities and, in accoraatwthe recognition of certain situations, intégithe possibilities to affect and control the desi

of disable persons. So this paper presents prscipmodelling of an autonomous emotion recogniigstem to creating of an intelligent e-health
care environment. The model is based on remotangs®f human emotional states and remote bio soibtelligent control with ATmega8/16/32
microcontrollers. The proposed model uses skin gotashce signal to recognize human emotional stat¢hie main process of this system is based
on exploratory’s analog signal transformation te ofi discreete emotional state (surprise, happmresss, sleepiness, sad, disgust, anger and fear).
Using Firebird database to store physiological petars makes proposed model more universal anddedein possibilities. There are described
signal transformations, filtering, data recordingthods using Atmel AVR microcontrollers, digitakd®scope and R statistical environment. There
are proposed self organizing maps (SOM) and myétilperceptron (MLP) combinations for emotionatestacognition and improved MLP training
approach, which increases the learning rate asdifitzation accuracy, in this paper as well.

KEYWORDS: human-computer interaction, e-social chierobot-based assistance, data mining, selinizgey maps, multilayer perceptron..

Introduction sensors provide information about the wearer's iphlys
ih th | ¢ tate or behaviour. They can gather data in a montis
With the mass appeal of Internet-centere ay without having to interrupt the user and magiude
applications, it has become obvious that the digitagengors for detecting of: Galvanic Skin Respons8R)G
computer is no longer wswed ﬁs a machmeh\{vr:])se_ Maby Electro dermal Activity (EDA) based on measuratse
purpc;lse Is to _szpllﬂe’ (l;t rat erlfs ahmac In _dg:t of Skin Conductance (SC), Blood Volume Pulse (BVP),
attendant peripherals and networks) that provides n gocyrocardiogram (ECG), Respiration, Electromyagra
ways for human—computer interaction (HCI, hencéfort (EMG), Body temperature (BT), and Facial Image

and for computer-mediated communication (CMC'Comparison (FIC). Galvanic Skin Response, the GSR,
hencefo_rth) among Users. Indeed, computers and_sob measure of the skin's conductance between two
are rapidly entering areas of our lives that tyfyca jactrodes that apply a safe, imperceptibly tinjtage

involve s_00|o—em0t|qna! content, such as telepf.wmglcrossthe skin of subject's fingers or toes. Aividual's
computerized receptionist, service robots in hadpit baseline skin conductance will vary for many reason

hO’T‘eS’ and offices, int_ernet-bgsed patient a@‘(m?'gfe including gender, diet, skin type and situation. aivta
patients bread 4 t(?]xtularll mfr?rm?tmn about thf?'r (m?;d fsubject is startled or experiences anxiety, theitebe a
internet-based health chat lines (most often u fast increase in the skin conductance level, the. SC

private mental health patient—clinician communimasi), changing in a period of seconds due to increasttgc
and computer mediated patient monitoring and carinqn the sweat glands (unless the glands are satuirth
Many similar applications are in the making (Lisettal., sweat). After a startle, the SCL will decrease raily
2003). ) ) ) ) due to reabsorption. Sweat gland activity increabes
Our research area is creating of adaptive usemdye  qyijn's capacity to conduct the current passinguinoit
e-health care service for people with movement,q changes in the skin conductance response,Gfe S
disabilities. Such system depends upon the posgibil  ,, ingicator of the level of arousal in the symptith
extracting emotion without interrupting the usermidg  ,o.0,s system. A number of wearable systems have
HCI or CMC and using this information for patient heen proposed with integrated wireless transmission

monitoring ar_ld caring (Gricius et al. 2008;.Bie$h'm al: GPS (Global Positioning System) sensor, and local
2008; Drungilas et al., 2008) as appropriate ematio ,.,cessing. Commercial systems are also becoming

state could be a key indicator of the patient’s talear available (Lisetti et al. 2003; Pentland 2004).

phy_?;]calfhealth sta;us (Lisetti et aIHZO_OiS) ical activi In this article, we focus on hardware and software
_ The Teatures of continuous physiolagical activiy o ¢ sign for physiological parameters recognitionedasn
_dlsal_aled person are becoming gccessmle by use @fntinuous SC measuring. We propose methods for
intelligent bio-sensors  coupled with computers. ISUC 5o matic emotional state recognition using daterfing,
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self-organizing maps (SOM) and multilayer perceptro
(MLP).

Emotion recognition and data mining system

The main concept of physiological
recognition is shown in Figure .1.

parameters
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The concept model of the main processes in the
system of physiological parameters recognitionhisvan
in Figure 2.
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Figure 1.Hardware and software design for
physiological parameters recognition

In this case, the sensor system contains ski
conductance (SC) biometric sensor. The amplifigdas

Physiological parameters for
intelligent control system

Figure 2. Concept model of physiological parameters
recognition system

The main purpose of physiological parameters
recognition system is to transform exploratory’silag
signal into physiological parameters so that theyia be
used by any intelligent control system, to takeiguet
monitoring and caring.

Smoothing method

Kernel regression smoothing was used to remove
noise from recorded signals. Kernel smoothing, also
named as kernel regression, offers a way of edtigat
the regression function without the specificatioh ao
parametric model. In kernel smoothing, the valuehef

are digitized and recorded to Firebird database bgStimate at a point Y can be calculated by a wedht
Atmega oscilloscope. R tool connected to FirebircBverage of this point and its neighbors. This weigh

database was used in order to extract useful irdoom
from collected data. R, as widely used for staf@ti
software development and data analysis, is useddta
filtering and physiological parameters mining. Aad
extracted information as a result is recorded telid
database, so that any intelligent control systermeoted
to Firebird database could use this informatione Th
connection between R tool and Firebird database

implemented by Open Database Connectivity (ODBC)
interface. So the Firebird ODBC driver should be
installed and configured. Besides in order to akces
ODBC database, RODBC package in R tool should be

function is often referred as a kernel. Usuallg kKernel
is a continuous, bounded and symmetric real funcko
that integrates to one (Zhang et al. 2007).

The widely used Nadaraya—Watson estimator was
proposed by Nadaraya and Watson and is of the form

is

ﬁ‘(x): g Kh(x_xi )Yi (1)
iZ;:Kh(X_Xi)

Here,K(:) is a function satisfyinq K(u)du=1. which

used. Package RODBC provides an interface to ds¢abawe call the kernel, and h is a positive number,chhis

sources supporting an ODBC interface. This is ver
widely available, and allows the same R code t®es&c
different database systems. RODBC

yisually called the bandwidth or window width (Zheety
al.,, 2007). We see the larger the bandwidth — the

runs on botemoother the result. Note that the kernels areedcab

Unix/Linux and Windows, and almost all databasethat their quartiles (viewed as probability dersijiare at

systems provide support for ODBC. Two groups o
commands are providechdbc* commands implement
relatively low level access to the odbc functions o

f+/- (0.25*bandwidth) (R Development Core Team,
2008).
For the SC data filtering R tool's functidkksmooth()

similar namesgl* commands are higher level constructswas used, which implements the Nadaraya-Watsorekern
to read, save, copy and manipulate data betweem daegression estimation (R Development Core Team3R00

frames and sql tables (R Development Core Tean§)200

As we see in Figure 3, this data smoothing, with
bandwidth=9, properly removes data noises and allw
do further data analisis.
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The clustering was done in order to make surettieat
parameters classes of different states differs gimabat
could be used in prediction. As the errors coultheo
from labeling the data points (teacher noise) digsg
data into somewhat similar clusters can lead tesenoi
reduction, and therefore, higher accuracy (Amind\ias
and Soroush 2008; Alpaydin 2004).

For clustering, SOM, unsupervised self-learning
algorithm, was used, that discovers the naturacason
found in the data. SOM combines an input layer vaith
competitive layer where the units compete with one
another for the opportunity to respond to the ingaita.
The winner unit represents the category for theutinp
pattern. Similarites among the data are mapped int
closeness of relationship on the competitive Igjfelbi
and Charef 2009).

The SOM here defines amapping from the input data
space Ronto a two-dimensional array of units. Each unit
in the array is associated with a parametric refsge
vector weight of dimension four.Figure 6.

Competetive layer
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Figure 3. SC signal filtering using Nadaraya-Watson
kernel regression smoothing

Data analysis

In Figure 4, we can see typical SC curve. From
stimulus point (when emotional change ocures), four
characteristics can be extracted from SC datandgte
rise time, amplitude and half recovery time (Figuye

\ Input nodes

Figure 6. SOM’s architecture to transform R4 input data
space into a two-dimensional array of units

RISE TIME

HALF
STIMULUS r, Eﬁﬂﬂ‘r Each input vector is compared with the reference
vector weight wof each unit. The best match, with the

Figure 4. SC characteristics by Wang and McCreary Smallest Euclidean distance
(2006)
d; =|x-w|
2)
is defined as response, and the input is mappen ont
The purpose is to transform these four parameéos i this location. Initially, all reference vector whig are
particular emotional state. In this case, we usighte assigned to small random values and they are update
discrete emotional states shown in Figure5. (Russel
Aw; =@, (t)hj (g't)(xi - W (t)) 3)

1980)
Wherea(t) is the learning rate at time t ang(d t) is
the neighbourhood function from winner unit neugpto
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Figure 5. Emotional states by Russel (1980)

neuron n at time t. In general, neighbourhood fonct
decreases monotonically as a function of the digtan
from neuron g to neuron n. This decreasing propleaty
been reported to be a necessary condition
convergence.

Few packages are provided in R tool to implement
SOM: kohonen, som, wccsom and other. In this case,
kohonen R package was used as it aims to provide

for
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simple-to-use functions for self-organizing maps &me
various extensions, with specific emphasis on
visualisation. The basic functions are som, for tkeal
form of self-organizing maps; xyf, for superviseelfs
organizing maps, or X-Y fused maps, which are usefu
when additional information in the form of, e.g.class
variable is available for all objects; bdk, an aitgive
formulation called bi-directional Kohonen maps; and
finally, from version 2.0.0 on, the generalisatiohthe
xyf maps to more than two layers of information,tlie
function supersom. These functions can be useeéfined
the mapping of the objects in the training seth® wnits

of the map (Wehrens, Buydens 2007).

After the training phase, one can use severalipiptt
functions for the visualisation; the package caowsh
where objects are mapped, has several options for
visualizing the codebook vectors of the map uratsg
provides means to assess the training progressmanm
functions exist for all SOM types. Furthermore, aas lteration
easily project new data into the trained map; pincssides Figure 8. SOM’s training progress
possibilities for property estimation (Wehrens, Bemgs
2007). The classification accuracy can be calculated by:

hWean distance to closest unit
002 004 005 006 007 008
! 1 1 1 1 1

0.02
|

T T T T T T T
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N

ZH)()zr‘

Ah| x):HT-lo@z

(4)

Where h(x) is hypothesis of assigning x to apppri
class,  — experts indicated class, N — classification

sample.h(Xt )= r' s equal to 1, when'ss classiefied
ast, and is equal to O othervise.

The clustering accuracy calculated by (4) is 75.00%
So the parameters classes of different states rgliffe
enough to make emotional state recognition. In otde
know which factor is most important for emotiontdte
classification we will make clustering with SOM bwch
factor and calculate clustering accuracy.

Clustering results we can see in Figure 9.

we know the SOM’s units on competitive layer are
arranged by similarities i.e. by distance, so thaing is
measured as mean distance to the closest unit @m ea
iteration of training.
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Figure 9. Clustering emotional states with SOM by SC For experiment, two samples were used each
parameters: a) latency, b) rise time, ¢) amplitaahel d)  containing training and testing data — 60% and 40%|
half recovery time data sample respectively. First training sample mase
from SOM'’s predicted data, second — from data not
The clustering accuracies by latency, rise timeproceses by SOM.
amplitude and half recovery time are 44.70%, 52.27% Adaptative gradient descend with momentum
52.27% and 48.48% respectively. So the rise tim# analgorithm was used to train MLP. The weights are
amplitude correlates with emotional states the marstl  updated as:
latency is least significant parameter for emoticstate

recognition. However all four SC parameters comthine vvi'j(t):vvi'j(t—l)+AWi'j (t)(5)
together give 22.73% higher accuracy (75.00%), than oE (t)

best clusterization (52.27%) by separate SC paeasiet AW ()= —r(t s L AAW (t -1

In Fig.10. we can see the influence of SC parametar ”( ) 7/( )awl' (t_l) “( )
each neuron so that the clustering of emotionaéstas (6)

shown in Figure 7., could be made. w (t)
Where V7 is the weight from node i of Ith layer to
w; (k)

. AW .
node j of (I + 1)th layer at time t, is the amount

of change made to the connectio%,(t) is the self-
adjustable learning rateﬂ,L is the momentum factor, 0 <

A < 1, and ES is the criterion function. Minimizitige
ES by adjusting the weights is the object of tragni
neural network.

The criterion function E usually consists of a
fundamental part and an extended part. The fundeinen
part is defined as a differentiable function ofekelnt
node outputs and parameters at appropriate tintenitss
The extended part is a function of derivatives ofle
output that is related to evaluation of criteriamdtion.
Therefore, the part is related to some notions ¢hanot
be represented by the fundamental criterion, sugh a
smoothness, robustness, and stability. Here, the
fundamental part is only considered.

B jgtency O amplitude 2

138 -
o il Es(t)zé_ Z(yj(t)_yj (t))
Figure 10.Influence of SC parameters on each neron of == (7)
the SOM

Where S is the total number of training samples.

As clustering data reduces noise, we will use The learning ratey(t) is usually initialized a small

classified data by SOM for MLP training. MLP was Positive value and is able to be adjusted accortbripe
constructed by topology shown in Fig.11. It is feedinformation presented to the network.

forward neural network containing two hidden layers Y S B
There are four neurons in input layer for SC patanse 7(1):{7(t 1)-a,,0<a, <1 Eg(t)> Eg(t-1)
and 8 neurons in output layer representing preulieta Ht-1)-a,,8, > LEq(t) < Es(t-1) ®)
states.

It is noted that the weights only are substitutgdHhz
new weights when &decreases. This measure can assure
Output layer the convergence of the neural network model.

Repeat the training process until ES is either
sufficiently low or zero (Han and Wang 2009).

Few packages are provided in R tool to implement
feedforward neural networks: AMORE, nnet, neurad an
Hidden layer 1  other. In this case the AMORE (A MORE flexible nalur

network package) package was used as it provides th
Input layer user with an unusual neural network simulator: ghlyi
flexible environment that should allow the userdget
direct access to the network parameters, providioge
Figure 11.MLP topology control over the learning details and allowing tiser to
customize the available functions in order to ghéir
needs. The package is capable of training a mygtila
feedforward network according to both the adaptive

Hidden layer
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the batch versions of the gradient descent witlAlpaydin, E. (2004).Introduction to Machine Learninglhe
momentum backpropagation algorithm. Thanks to the MIT Press415. .

structure adopted, expanding the number of availab/Amin-Naseri, M. R., Soroush, A. R. (200&)ombined use of
error criteria is as difficult as programming the unsupervised and supervised learning for daily deald

corresponding R costs functions (Wehrens, Buydens goetggisgggfnergy Conversion and Managemeta(6),

2007). o . . Bielskis, A. A., Denisovas, V. Drungilas, D. Gricjus.,
MLP training progress using AMORE package is Ramagauskas, O. (2008). Modelling of intelligent tiul
shown in F|ng for the first and the second tlrajni agent based e-health care system for people with
samples — bold and thin lines respectively. As we, s movement disabilities. Electronics and Electrical

training is much faster for first trainings sampo it Engineeringg6(6), 37— 42.
was useful to preprocess MLP’s training sample wittBielskis, A. A., Gricius, G., Marozas, J. (2008). diétiing of an
SOM, as MLP easier finds the patern. autonomous emotion recognition systevtadyba 12(1),
14-19.
_ Drungilas, D., Gricius, G., Bielskis, A.A. (2008)ufonomires
5 emociy nustatymo sistemos vystymaédyba,13(2), 17—
22.
2 Gricius, G., Drungilas, D., Sliamin, A., Lotuzis, KBielskis, A.
< A. (2008) Multi-agent-based e-social care system fo
z | people with movement disabilitie3echnologijos Mokslo
o Darbai Vakar Lietuvoje 67-77.
5 Han, M., Wang, Y. (2009). Analysis and modeling of
o 2 multivariate chaotic time series based on neuralork.
Expert Systems with Applicatiqr&6(2), 1280-1290.
=i Lisetti, C., Nasoz, F., LeRouge, C., Ozyer, O. Alvarkz
< (2003). Developing multimodal intelligent affective
g | interfaces for tele-home health cahet. J. Hum.-Compuit.
= Stud 59(1-2), 245-255.
m Pentland, A. (2004). Healthwear: medical technolbggomes
=l wearablelEEE Computer37(5), 42-49.

R Development Core Team (2008). R: A language and
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environment for statistical computingR Foundation for
teration Statistical Computing<http://www.R-project.org>.
Russell, J. A. (1980). A circumplex model of affetdurnal of
Fig.12.MLP training errors for different training samples Personality and Social Psycholag38(6), 1161-1178.
Talbi, M. L., Charef, A. (2009). PVC discriminatiorsing the
QRS power spectrum and self-organizing m&smputer
Methods and Programs in Biomedicjrgg(3), 223-231.

. . . Wang, P., McCreary, H. (2006). EDA sensor. [RetrieMedch
Another good point of training sample preprocession 20, 2009].

with SOM is that MLP classification accuracy insesa <http://courses.cit.cornell.edu/ee476/FinalProjs2@06/h
2.27% from 47.73% to 50.00% mm32_pjw32/index.html>.

Wehrens, R., Buydens, L. M. C. (2007). Self- and $upe
Conclusion organizing maps in R: the Kohonen packagmurnal of

Statistical Software21(5), 19.
In this paper, an approach of modelling ofzZhang, J. S., Huang, X.F., Zhou, C.H. (2007). An rioved
physiological parameters recognition system to torga kernel regression method based on Taylor expansion.
of an intelligent e-health care environment is desd. Applied Mathematics and Computatidi®93(2), 419-429.

The process of physiological parameters recognitgon

based on measurements of very small physiologicdUTONOMIN E EMOCIJ U ATPAZINIMO
signals taken from electrodes noninvasively attdotie ~ SISITEMA: DUOMEN U GAVYBOS METODAI

human body. The amplified SC signal is used in the

model for physiological parameters recognition andSantrauka

emotional state clustering. An approach of SC dgna = o o _ o
filtering using Nadaraya-Watson kernel regression Siu dieny poziris i kompiutef vis labiau siejamas su
smoothing in R tool is discribed. The data sample oZM0gaus ir kompiuteui syveika (HCI), kuri kompiuterleidzia
physiological parameters extracted from SC sigmas ~Uakuotl ne tk kaip skaiavimo maSia, bet ir kaip
reprocessed by SOM using supervised clustering i agalbininlg pritaikyta vartotojo poreikiams, e-paslautgikeja.
prep y g P g tiesy, kompiuteriai ir robotai vis sp&au skverbiasi miasy

order to reduce teacher noise that leads to highfyenimusisitraukdamii tokias veiklas kaip komunikavimas,
accuracy. It was showed that using data samplgpotizuot; sisteny paslaug teikimas ligonise, namuose,
preprocessed with SOM, in MLP training the learningbiuruose, e-sveikatos paslaugos.

process is much faster than using not preprocedatd Intelektualiy sisteny kurimas e-sveikatos, sociatis e-
sample. Besides the preprocession increases atagisifi ~ rapybos srityse yra viena sétthgiausi, ir svarbiausi problemy
using MLP accuracy 2.27% Siuo metu. Sios sistemos apimivairius intelektualius

komponentus tokius kaip valdymn stelgjima, diagnozavim,
kuriy pagrindu sistemos geba rinkti Zmogaus fiziologniu
parametrus, juos apdoroti ir interpretuoti pasitaik
ivairiausius duoman gavybos metodus, ir, remiantis gautais
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rezultatais, valdyti ngalaus asmens prietaisus, t.y. teiktifiltravimo ir duomem kaupimo metodai bei, algoritmai,
socialires e-tipybos paslaugas. panaudojant Atmel AVR tipo mikrovaldiklius, skaitmen

Miusy tyrimo objektas yra adaptyvisu vartotojui draugiSka oscilografi bei R statistin pakey. Darbe apzvelgiamos R
aplinka e-sveikatos paslaug kiirimas judjimo negali priemores (filtravimas, savaime susitvarkantys Z2tapiai,
turintiems Zmoams. Tokio tipo sistemos remiasi galimybe, daugiasluoksnis perceptronas), kuriomis buvo atheks
leidZiartia Zmogaus — kompiuterio ageikos (HCI) metu duomem apdorojimas bei interpretavimas. Riagas
fiksuoti Zmogaus fiziologinius signalus bei, pridais duomen  fiziologiniy paramety atpaZinimo sistemos modelis pasizymi
gavybos metodus, gfinti atsakomji veiksny (duoti patarim, universalumu, kadangi apdoroti rezultatai kaupiefniebir
valdyti prietaia). duomem bazje ,kuria gali naudotis betkuri, palaikanti

Darbe yra pasiytas autonomiéis Zmogaus emodij suderinamurmp su Sia duomen baze, intelektuali valdymo
atpazinimo sistemos modelis kuriant intelektualcuialies e-  sistema.
rapybos pa Darbe pateikiamos savaime susitvakianzentlapiy ir
slaug: aplinka. Modelis yra paremtas nutolusiuoju Zmogausdaugiasluoksnio perceptrono panaudojimo galiésylxuriant
emociy tyrimu ir nutolusijy biorobot; adaptyviuoju valdymu Zmogaus emoaijj atpaZinimo sistemas. Buvo parodyta, jog
per ATmega8/16/32 valdiklius. Modelyje yra naudojam taikant  savaime susitvarkéins Zentlapius, kaip
Zmogaus elektrinio odos aktyvumo (SC) matavimo dugse daugiasluoksnio perceptrono mokymo imties apdomjim
kurie yra pagrindiniai fiziologiniai parametrai tYe@ant metody, galima paspartinti daugiasluoksnio perceptrono
Zmogaus emocinbisen. mokymasi bei padidinti klasifikavimo tikslum

Fiziologiniy paramety tyrimais grindziam socialines e- s . L
paslaugas teikiaty sisteny karimas vis dar susiduria su PAGRIN.DINIAI .ZO.DZIAI' Zmogaus - Ir kompiuterio
paramety iSgavimo, duomen apdorojimo, interpretavimo bei bendrgwmas, ch'a”? e-mpyba, b|orqbo; paslaugos, save
intelektualaus valdymo problemomis. ®bdarbe apraSomi SC organizuojantys tinklai, daugiasluoksnis percepason
duomenis  charakterizuojéim  signaly  transformavimo,
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