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Abstract 
With the developments in technology everything we use became smarter which resulted in an outbreak in data generation, which in turn demanded 
innovations in technology. The new technologies did not only affect the social life but also changed the dynamics in the way businesses are conduct-
ed. Compared to before, today people have platforms where they can state their opinions publicly. As positive opinions can increase the reliability of 
a product, person, brand or etc. negative opinions can decrease the reliability. The increase in the use of such platforms and smart devices resulted in 
an unprecedented increase in data generation. Hereby a new phenomenon, called Big Data, emerged. In parallel with these developments, business 
world came to a point where traditional business models and strategies run short to challenge the requirements of clients. At this point it is important 
to realize that the only way to stay in the game is to accept the 
paper the meaning and the importance of the Big Data phenomena is discussed through its effect on value-creation and decision-making. The process 
of integrating Big -making processes is investigated with an emphasis on the importance of val-
ue-creation from Big Data. As a result of the conducted literature review, success factors for a successful integration process are suggested. One of the 
industries that has mostly affected from the emergence of Big Data is real estate industry. A case study on the owner occupation rates in Europe was 
conducted using the annual report for 2019 of European Mortgage Federation (EMF) with the aim to point out to the advantages of using Big Data 
and analysis over the traditional methods and to emphasize the significance of adopting data analytics technologies. 
KEY WORDS: Big Data; decision-making; value-creation; success factors; real estate. 

Introduction 

The innovations in technology has affected every 
aspect of life. With every individual owning at least a 
laptop or a PC, or both, a smart phone, and perhaps 
other smart devices, the amount of data generated 
reached an exceptional speed. This continuous data 
generation resulted in the emergence of a new phe-

sive attention both by people and business world (Ah-
saan; Kaur; Naaz 2020), (Chiheb; Boumahdi; Bouarfa 
2019). These unprecedented changes in data generation 
lead to changes and improvements in technology as 

but it caused a revolution in the overall approach of 
working and the way businesses are conducted (Chi-
heb; Boumahdi; Bouarfa 2019), (McNeely; Hahm 
2014). Data is considered the as the raw material of the 
21st century which can produce valuable information if 
processed correctly. It's potential being tied strongly to 
the way it is used and managed, Big Data has not just 
become a key element in the business world but also 
has changed the basis of competition. On the other 
hand, if it is done by people who are not good qualified 
for data analysis it may result in waste of time and re-
sources or, even worse, in some detrimental decisions 
(Henke; Bughin; Chui; Manyika; Saleh; Wiseman; 
Sethupathy 2016).  

In this regard, this study investigates the processes 
of integrating Big Data into decision-making process 
and suggest the most important steps that an enterprise 

should take in order to gain leverage from investing in 

grate Big Data into decision-
question is intended to be answered by performing a 
literature review, which resulted in determination of 
the success factors that play crucial role in successful 
integration of Big Data into an enterprises way of 
work. A case study on owner occupation rates in Eu-
rope is also performed in order to lay stress on the role 
of Big Data in the real estate industry. 

Big Data 

As its name suggests, Big Data is a big amount of 
data generated by different kinds of smart devices that 
are connected to the internet. Although there is no one 
unique definition of Big Data that is accepted by eve-

 one that is 
accepted by the majority and is used widely. In 2001, 

and Variety, and defined Big Data 
data generated very quickly and containing a large 

( ; Putoa; 2015), 
(Laney 2001), (Patgiri; Ahmed 2016). In short, Big 
Data is a massive amount of data that can have differ-
ent structures and properties, which are generated in 
various formats like data voice, text, images, videos, 
log files, transaction data, social media interactions 
(Poleto; de Carvalho; Costa 2015) and so on, through 
a wide spectrum of devices. 
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Value-Creation and Decision-Making Using 
Big Data 

Big Data is a dynamically developing area. Busi-
ness organizations and researchers cooperate to answer 
their questions about this phenomenon. Their aim is to 
find a way to become more data-driven by uncovering 
the cornerstone changes they should perform in order 

nges and get advantageous 
in the business market. The key aspect here is to realize 
that investing a fortune on technology and having the 
biggest amount of data is not becoming data-driven. It 
is rather making the investments wisely and not only to 
technology but also to people, so that the technology 
will be used reasonably to make the most out of data 
such that it will have a strategic value (Wang; Kung; 
Byrd 2018).  

Value-creation, as defined in (Nevo; Wade 2010), 
 ability of firm resources to support strategies 

intended to fend off threats or capitalize on market 
-lasting 

change that will contribute to the success of the organi-
zation in every possible way. In (Ghasemaghaei 2019) 
and (Walls; Barnard 2020) the considerable positive 
influence of utilizing Big Data analytics on firm value-
creation is emphasized. Becoming a data-driven organ-
ization is not something that can happen overnight. 
Rather it is a long process with no unique list of rules 
that an organization should obey. As it is suggested by 
(Walls; Barnard 2020), (Davenport 2014), (Rifkin 
2014), a complete structural restructuring is what or-
ganizations need to do to end up with success. Even 
though the process may differ depending on the busi-
ness area and the objectives of the organizations but 
the dedication on transformation and restructuring has 
to continue until the point where everybody will inter-

how things nd inno-
vations will sink deep into the culture of the organiza-
tion it will be easier for the next generation of man-
agement and employees to keep the system up to date 
(Noblet; Simon; Parent 2011). Otherwise, all the effort, 
commitment and hard work can go down the drain. In 
this regard it is important to see the bigger picture and 
realize that it is not Big Data that creates the value, it is 
the people with the right analytical skills and work in 
collaboration with people with the necessary domain-
knowledge. It is important for a firm to be able to cre-
ate its own learning capabilities and become a self-
learning company that can keep pace with the changes 
will do better than companies that cannot (Huber 
1991), (Ghasemaghaei; Calic 2020). 

The main objective of creating value from data is to 

the core of decision-making process. Decision-making 
is a cognitive action, which is the final step of a com-
plicated process, where the decision-maker considers 
every alternative course of action with their possible 
outcomes and using his/her domain knowledge and 
experience to decide which action will serve the com-

(Chiheb; Boumahdi; Bouarfa 
2019), (Athamena; Houhamdi 2018). Whether it is 
done by a single person or a team of people with dif-
ferent skill sets, job descriptions and experience levels, 
the key words for decision-making are the same: un-
derstanding, assessment and consideration. The people 
that are to make decisions make use of the knowledge 
base of the company which can be taught as the com-

course of time. Every decision-making process, every 
action plan with its results are stored in this memory 
(Poleto; de Carvalho; Costa 2015). 

The road to having a better functioning company 
passes through a successful decision-making system. 
Chiheb et. al in (Chiheb; Boumahdi; Bouarfa 2019) 

the potential to help organization making smarter and 
faster decisions that make a real difference in these 

should be centered in strengthening the decision-
making process. Big companies like Amazon, Google, 
eBay, UPS and so on are the best examples that show 
the potential of Big Data. They integrated Big Data and 
analytics into their core business processes way before 
people even had an idea of what Big Data is. That is 
vision. They embraced the new phenomena when it 
first emerged, mastered the art of using it and now they 
are reaping the fruits of what they planted (Caesarius; 
Hohenthal 2018), (Jeble 2018).  

The researches that hav
process of integration of Big Data into their businesses 
show that even though the implementations will differ 
based on the business area there are some key success 
factors that play an important role in achieving a suc-
cessful result. These success factors can be categorized 
into 6 different categories: people, technology, govern-
ance, culture, strategy, and data. The most important 
factors of each category are identified using the refer-
ences given in Table 1 and are demonstrated in Fig. 1. 
For the diagram in Fig. 1 a template designed by 
Showeet.com is used.  
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Table 1. References used to identify the success factors 

Category Reference Category Reference 

Governance 

(Wang; Kung; Byrd 2018),  
(Vidgen; Shaw; Grant 2017),  
(Mazzei; Noble 2017),  
(Wamba; Gunasekaran; Akter; Ren; 
Dubey; Childe 2017),  
(  
(Gao; Koronios; Selle 2015),  
(Muller; Hart 2016),  
(Gupta; George 2016),  
(Poleto; de Carvalho; Costa 2017), 
(Ghasemaghaei 2019),  
(Kotter 1995),  
(Brooks; El Gayar; Sarnikar 2015), 
(McAfee; Brynjolfsson; Davenport; Patil; 
Barton 2012),  
(Henke; Bughin; Chui; Manyika; Saleh; 
Wiseman; Sethupathy 2016), 
(Kabir; Carayannis 2013) 

Data 

(Henke; Bughin; Chui; Manyika; Saleh; 
Wiseman; Sethupathy 2016),  
(Poleto; de Carvalho; Costa 2017), 
(Vidgen; Shaw; Grant 2017),  
(Brooks; El Gayar; Sarnikar 2015), 
(Cato;  
(Gao; Koronios; Selle 2015),  
(Muller; Hart 2016),  
(Ahangama; Poo 2015) 

People 

(Henke; Bughin; Chui; Manyika; Saleh; 
Wiseman; Sethupathy 2016), 
(Ghasemaghaei 2019),  
(Wang; Kung; Byrd 2018),  
(Vidgen; Shaw; Grant 2017),  
(Kiron; Prentice; Ferguson 2014), 
(Wamba; Gunasekaran; Akter; Ren; 
Dubey; Childe 2017),  
(Brooks; El Gayar; Sarnikar 2015), 
(  
(Gao; Koronios; Selle 2015), 
(Muller; Hart 2016),  
(Mazzei; Noble 2017),  
(Kotter 1995),  
(Ahangama; Poo 2015) 

Culture 

(Vidgen; Shaw; Grant 2017),  
(Kotter 1995),  
(Kabir; Carayannis 2013),  
(Kiron; Prentice; Ferguson 2014), 
(Brooks; El Gayar; Sarnikar 2015), 
(  
(Muller; Hart 2016),  
(Gupta; George 2016),  
(Poleto; de Carvalho; Costa 2017), 
(Ghasemaghaei 2019),  
(Wang; Kung; Byrd 2018),  
(McAfee; Brynjolfsson; Davenport; Patil; 
Barton 2012) 

Technology 

(Ghasemaghaei 2019), 
(Mazzei; Noble 2017), 
(Brooks; El Gayar; Sarnikar 2015), 
(  
(Gao; Koronios; Selle 2015), 
(McAfee; Brynjolfsson; Davenport; Patil; 
Barton 2012),  
(Gupta; George 2016) 

Strategy 

(Sheng; Amoah; Wang 2017),  
(Poleto; de Carvalho; Costa 2017), 
(Vidgen; Shaw; Grant 2017),  
(LaValle; Lesser; Shockley; Hopkins; Kru-
schwitz 2011),  

 
(George; Haas; Pentland 2014), 
(Brooks; El Gayar; Sarnikar 2015), 
(  
(Wang; Kung; Byrd 2018),  
(Kotter 1995),  
(Mazzei; Noble 2017),  
(Gao; Koronios; Selle 2015) 
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Fig. 1. Success factors. 

It is important to understand that these success fac-
tors have an effect if they are taken into account to-
gether, as it consists of people, tools they will use, 
qualifications they should acquire and the processes 
they should conduct. One without another can only 
give temporary results. 

Case Study on Owner Occupation Rates in Eu-
rope 

In this case study the annual report for 2019 on 
mortgage markets and housing developments in Europe 
and beyond, published by the European Mortgage Fed-
eration (EMF) 
(https://hypo.org/ecbc/publications/hypostat/), is ana-
lyzed with an aim to uncover the similarities in the 
European countries with respect to owner occupation 
rates. A small-scale exploratory analysis was conduct-
ed using RStudio. 

When analyzing a big dataset which has many ob-
servations, it is difficult to find the relationship patterns 
and make prediction models. Fortunately, there are 
methods that help the analysts reduce the dimensions 
and create a simpler dataset that conserve the original 
patterns and relationships, and moreover finds the un-
observed quantities which affects the variables. Factor 
analysis is the most used technique that seeks to un-
cover the underlying factors that create the variables by 
analyzing which factor contributes to the performance 
of which variable. In other words, factor analysis aims 
at finding factors that creates the closest estimate corre-
lation matrix to the original correlation matrix created 
by the original variables. The mathematical representa-
tion of this technique is as follows:  

 
where L is called the loading matrix  composed of the 
loadings where the loadings are the correlations of the 
factors to the variables,  is the transpose of the load-

,  is 

the original matrix (Johnson; Wichern 2007). These 
values are estimates and that is the reason they have 
little hats on them. When the estimate loading matrix is 
multiplied by its transpose and summed with the esti-
mate uniqueness, it gives the estimate of the original 
matrix.  

The factors that are uncovered from the factor anal-
ysis are then used for creating linear regression models 
where the independent variables are the factors instead 
of the original variables. Linear regression is simply a 
method trying to make predictions about the values of 
a dependent variable with respect to one or more inde-
pendent variables. In other words, it assesses the ef-
fects of the independent variables on the dependent 
variable. The mathematical representation of linear 
regression is  

 

where Y is the dependent variable,  are the 
independent variables,  are the coefficients, 

(Johnson; Wichern 2007). 
In this study data on housing market in Europe is 

analyzed with the aim of discovering the relationship 
of owner occupation rates to different factors. For each 
variable in the dataset there is a separate spreadsheet 
provided in (Johnson; Wichern 2007). In each spread-
sheet data about different countries for that particular 
variable is given for years 2000  2017. Because of the 
facts that each spreadsheet does not contain infor-
mation about each country and there are missing values 
for some years, the data about countries that are present 
in most of the spreadsheets were collected into a single 
spreadsheet. For each variable the average values for 
each country were calculated from the respective 
spreadsheet. The spreadsheets with less data were ex-
cluded from the analysis, resulting in a smaller dataset. 
Although the dataset is not very big it still needs di-
mension reduction in order to have more understanda-
ble and explicable information.  
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Before starting the analysis Kaiser-Meyer-Olkin 
test (KMO) and Ba
formed on the dataset. KMO test is applied to the vari-
able to decide if the dataset is adequate for the factor 
analysis. It provides an overall value for the dataset and 
separate values for each variable. An overall KMO 
value that is less than 0.6 is considered as insufficient 
and inadequate for factor analysis. Therefore, variables 
with KMO values less than 0.6 should be excluded 

if the correlations between variables are greater than 
would be expected by chance, therefore resulting in a 
matrix similar to the identity matrix. The datasets 
which has a significant p-
that is a value less than 0.05, are considered as appro-
priate for further analysis (Rodrigues 2016). 

The dataset had a KMO value of 0.581696. Since 
the dataset is relatively small only the variables with 
KMO values less than 0.5 were excluded. This in-
creased the KMO value to 0.765826, which is an ac-

 gave a p-value less than 
2.2e-16, which is much lower than 0.05. These values 
tell that the dataset is adequate for factor analysis.  

The analysis started with studying the correlations 
between variables. The correlations are given in Fig. 2 
with the meanings of the variables given in Fig. 3.  

 

Fig. 2. Correlation matrix of variables. 

 

Fig. 3. Variables with their meanings. 

The figure demonstrates that there are very high 
correlations between the independent variables. For 

example, PO18 (Population Over 18) has a correlation 
of 0.99 with TDS (Total Dwelling Stock), and TDS has 
a correlation of 0.96 with GDPaCMP (GDP at Current 
Market Prices). These values are showing that there is 
multicollinearity in  

function in R calculates the variation inflation factors 
of all predictors in regression models 
(https://www.rdocumentation.org/packages/regclass/ve
rsions/1.6/topics/VIF). It is commonly accepted that a 
VIF value greater than 5 or 10 is accepted as large and 
indicates multicollinearity. Fig. 4. demonstrates the 
VIF values for the variables when linear regression is 
performed on the dataset. 

 
Fig. 4. VIF values for model0. 

It is clear that the dataset needs some dimension re-
duction and simplification. Firstly, principal compo-
nent analysis is performed on the dataset in order to 
decide with how many factors the factor analysis 
should be performed. Fig. 5 shows the principal com-
ponents and their effects on the variables.  

 
Fig. 5. Principal components. 

The proportion of variance tells that the PC1 ex-
plains the 60% of the variability in the original data, 
PC2 explains the 17% of the variability, and PC3 ex-
plains the 9% of the variability. We ignore the other 
components since they are of less importance. The first 
three components explain the 86% of the variability in 
the dataset. The scree plot given in Fig. 6 also supports 
the importance of the first three components. We can 
see that after component 3, and maybe 4, there is less 
change in the variance. As a result, 3 or 4 factors are 
sufficient for the factor analysis. 
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Fig. 6. The effects of number of factors on the vari-

ances in the dataset. 

Fig. 7 and Fig. 8 give the summary of the factor 
analysis performed by 3 and 4 factors respectively. The 
p values are almost same. The loadings give the corre-
lation between the factors and the variables. The higher 
the correlation the more effect the factor has on the 
variable. Discovering the meanings of the factors is out 
of the scope of this paper and requires more data and 
information on the dataset. 

 

Fig. 7. Summary of factor analysis with 3 factors. 

 

Fig. 8. Summary of factor analysis with 4 factors. 

The VIF values, given in Fig. 9 and Fig. 10, for 
model1 and model2 respectively show that factor anal-
ysis has dealt with the multicollinearity successfully. 

 

Fig. 9. VIF values for model1. 

 

Fig. 10. VIF values for model2. 

Now that we have factors that represent the original 
variables, we perform linear regression with Owner 
Occupation Rate as dependent and the factors as inde-
pendent variables. Table 2 gives us the performances 
of all three linear regression models. 

Models Multiple R-
squared 

Adjusted R-
squared 

model0 0.685 0.5275 

model1 0.5162 0.4557 

model2 0.5535 0.4759 

Table 2. Linear regression model performances 

Although model0 has the highest Multiple R-
squared value it is not the best model because there 
was multicollinearity in the data used. Taking into ac-
count the information VIF values give we can conclude 
that model2 is the best model among these three mod-
els. 

Using the principal components, we can also per-
form clustering. The factor map given in Fig. 11 
demonstrates the suggested three clusters for the coun-
tries. Each color represents a different cluster where 
each cluster contains members that are more similar to 
each other, and dissimilar to other cluster members. 

 
Fig. 11. Factor map. 
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Home ownership is an international phenomenon. 
There are many factors from economical to legal, from 
social to political, to cultural that affects the home 
ownership rates in a country. On the other side, hous-
ing is an important component of investment and in 
many countries, it is an important component of wealth 
(Zhu 2014). Therefore, it has an important impact on 
the economy. (Cesa-Bianchi 2013) suggest that policy-
maker should closely monitor the housing cycles and 
consider the global nature of housing cycles, as shocks 
to the housing market have deep economic impacts on 
t conomy. The analysis provided in this 
paper does not have a comprehensive explanatory 
power of homeownership in Europe. Though can be 
considered the first step for a deeper analysis. This is 
the point where Big Data comes into play. For a deeper 
analysis, more detailed data is needed. Uncovering the 
factors that give us the clusters would provide a better 
understanding on the real estate markets of the men-
tioned countries. 

Conclusion 

The technological developments came with their 
challenges. Both technology and internet became an 
essential part of our daily lives and changed the habits 
and the routines of the society. Therefore, it raised a 
need for changes in the way businesses are conducted. 
At this point, it was, and still is very important for the 
companies to adapt to the changes if they want to have 
a place in the business market.  

The unprecedented increase in data generation 
changed the dynamics of the business industries and 
made it crucial to integrate the ideas and feedbacks of 
customers or clients, who are the source of the data. As 
a result of the literature review conducted in this paper, 
it is concluded that the most important point is to real-
ize that the integration 
decision-making process is not a one-time operation, it 
is a process. It requires time, dedication, and continu-
ous effort. The companies should change their mind-
sets and make using Big Data and analytics a part of 

the employees is very important. Only if all these as-
pects of transformation come together a company can 
learn to create value from data and use it to the full 
potential. The success factors that play a crucial role in 
a successful integration process are classified into 6 
categories, namely, governance, people, technology, 
data, culture, and strategy. 

One of the industries that was affected by these 
technological developments the most was the real es-
tate industry. The statistical analysis on owner occupa-
tion rates in Europe verifies that Big Data and the re-
lated analysis technologies surpass the traditional 
methods. As a result of the principal component analy-
sis, performed using the R programming language, 
suggested that there are 3 or 4 latent factors in the Hy-
postat dataset. Factor analysis is used to the reduce 
dimensions of the dataset and uncover the factors that 
define the correlations among the variables. From the 
results of the factor analysis, it can be seen that 3 fac-
tors are able to explain the 86% of the variability in the 

dataset, and 4 factors are able to explain the 92% of the 
variability. With the help of the principal component 
analysis it is concluded that 3 is the appropriate cluster 
number. The clusters are given in Fig. 11, each cluster 
demonstrated with a different color. For example, Italy, 
France, Germany, Spain, United Kingdom fall into the 
same cluster, indicating that these countries have simi-
lar owner occupation rates. Now this could be due to 
different reasons. Finding out what those reasons are is 
possible by deciphering the meaning of the latent fac-
tors. In order to do that we need more data related to 
the regulations and policies on real estate market of 
each country, data related to the economy of each 
country, data about the banking sector, and data about 
other factors that cause fluctuations in the economy. 
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